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(3)

I.e. each system possesses its properties **independently** of the other.

3. **Completeness:** the minimal algebra containing $\mathcal{A}_1$ and $\mathcal{A}_2$ amount to $\mathcal{A}$, and we have an isomorphism:

\[ \mathcal{A} := \mathcal{A}_1 \lor \mathcal{A}_2 \cong a_1 \otimes a_2 \]  

(4)

for two “single-system” algebras $a_1, a_2$ such that $a_1 \otimes 1 \cong \mathcal{A}_1$ and $1 \otimes a_2 \cong \mathcal{A}_2$.

I.e. the assembly has been **decomposed without residue.**
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- ‘Qualitative individuation’ means to pick out by appeal to qualitative properties and relations. The entities that are picked out are those that possess the specified properties and relations.
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Blue squares represent antisymmetrized states

Red squares represent symmetrized states
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**Micro-Everettianism: Finding the constituents**

**Credo:** Give the same interpretation to each individuation block that the factorist gives to its isomorphic cousin.

- The individuation block \((E_\alpha, E_\beta)\) is the subspace of states in which system \(\alpha\) (the particle individuated by \(E_\alpha\)) and system \(\beta\) co-exist.

- Take any state which maps to a product state under \(\pi\lambda\). It will be of the form \(\frac{1}{\sqrt{2}}(|\xi\rangle \otimes |\eta\rangle \pm |\eta\rangle \otimes |\xi\rangle)\). (7)

  This state is not entangled according to a recent heterodoxy – Ghirardi, Marinatto & Weber (2002).

  Call such states branches.

- Under factorism, an assembly’s state is non-entangled iff its constituent systems occupy pure states.

- Under micro-Everettianism, the assembly is non-GMW-entangled iff 1D individuation criteria suffice to individuate the constituent systems.
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Identity conditions and branch-bound particles

We can use $\mathcal{E}$ as a **trans-branch** (a fortiori trans-state) **identity condition** for particles $\alpha$ and $\beta$:

'has a state in $\text{ran}(E_\alpha)$ and co-exists with a particle in a state in $\text{ran}(E_\beta)$';
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